**Project 2 – Decision Trees, Linear Regression, Model Trees, Regression Trees**

**CS548 / BCB503 Knowledge Discovery and Data Mining - Fall 2018**

**Prof. Carolina Ruiz**

**Students:** Paritosh Goel, Lei Shi

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Classification** | | **Regression** | |
| **Dataset :**   * Dataset Description * Data Exploration * Initial Data Preprocessing (if any) | /05  /10  /05 | | | |
| **Code Description:** | **Weka**  /10 | **Python**  /10 | **Weka**  /10 | **Python**  /10 |
| **Experiments:**   * Guiding Questions | /10 | | /10 | |
| * Sufficient & coherent set of experiments | /10 | /10 | /10 | /10 |
| * Objectives, Parameters, Additional Pre/Post-processing | /10 | /10 | /10 | /10 |
| * Presentation of results | /10 | /10 | /10 | /10 |
| * Analysis of individual experiments’ results | /10 | /10 | /10 | /10 |
| Summary of Results, Analysis, Discussion, and Visualizations | /20 | | /20 | |
| Advanced Topic | /30 | | | |
| Total Written Report | /310 = /100 | | | |

**Dataset Description, Exploration, and Initial Preprocessing: (at most 1 page)**

**[05 points] Dataset Description: (e.g., dataset domain, number of instances, number of attributes, distribution of target attribute, % missing values, …)**

This dataset represents absence instances for 36 employees. Each row corresponds to an absence activity of an employee in hours with some other details which can be responsible for the employee absence. The total number of instances is 740 and total number of attributes is 21 including class attribute which is called “Absenteeism time in hours”. The target attribute has a mean value of 6.92, standard deviation of 13.33, maximum value of 120, and minimum value of 0. The Q1, Q2 and Q3 values of target attribute are 2, 3, 8, respectively. According to the description of dataset, we found 44 instances with missing values, which is 6% of the whole dataset.

**[10 points] Data Exploration: (e.g., comments on interesting or salient aspects of the dataset, visualizations, correlation, issues with the data, …)**

1. The employee whose ID number is 3 has 113 records which is much larger than others. And this employee also has the longest absence hours, 482 hours. On the other hand, the employee whose ID number is 14 has 476 hours of absence time with only 29 records.
2. Most frequent reasons for absence are medical consultation and dental consultation.
3. Majority employees shown in the dataset have high school level education.
4. Distribution of target class: “Absenteeism time in hours”. From the plot, we can see that most of absence time is under 12 hours. ![](data:image/png;base64,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)
5. Correlation matrix shows that “Service time” and “Age” are also highly related to each other. “Service time” and “Age” are both highly related to “Body mass index”. Furthermore, “Month of absence” is highly related to “Seasons”.
6. The range of Absenteeism time in hours is 0-120. We notice that 44 rows have 0 of target attribute, which is a corrupted value, out of these 43 rows has 0 of “reason for absence”. In addition, one row has 0 of “month of absence”.

**[05 points] Initial data preprocessing, if any, based on data exploration findings: (e.g., removing IDs, strings, necessary dimensionality reduction, …)**

*Note: Keep initial data preprocessing to a minimum – just the necessary – and instead experiment with data preprocessing in the following sections.*

1. We remove “ID” attribute, “Height” and “Weight”. Because “Body mass index” is computed according to height and weight.
2. We remove 44 instances with missing values.
3. Foe classification, we discrete target attribute into 6 equal-frequency bins. For regression, we encode the “Reason for absence” with dummy numbers. Because there are 28 unique values in “Reason for absence”, we create 28 new predictors.

**Weka Code Description: Inputs, output, and process followed by Weka’s code to construct the trees (at most 2/3 page)**

**[10 points] J4.8 Code Description:**

Input - (Instances), flags like - use reduced pruning, multiway split or binary split etc. Evaluation - Evaluation eval = new Evaluation(data); eval.evaluateModel (classifier, data); Output - tree when we build the classifier and class when we use classifyInstancMethod.

Sample code - J48 classifier = new J48(); classifier.buildClassifier(data); classifier.classifyInstance(instance);

Process - Choose a split selector class based on binary split or multiple split. Use the split selector object to choose the split condition. Recursively follow this approach until we get a leaf node. Each node will contain a model object which has the distribution information/ split condition for that node. Each node will have a reference to its sons to reach out to child nodes.

Implementation Classes - **Split Selector classes** - BinC45ModelSelection (if only binary splits) otherwise, C45ModelSeletion (multiple splits) **Model classes** - C45Split, ClassifierSplitModel **Node classes** - C45PruneableClassifier (If reduced error pruning is not used) otherwise PruneableClassifier

**[10 points] M5P Code Description:**

Input - instances; flags like -R to Build regression tree etc.

Output - classifier tree will be built in the object of M5P, which could be used to classify a new instance.

Process followed - Internally the implementation uses rules which created while we build the classiffer, later on these rules helps to predict the correct values

Sample code used - M5P retval = new M5P(); retval.buildClassifier(data); retval.classifyInstance(inst);

**[20 points] Python Packages and Functions used (decision trees, linear regression, model/regression trees). Describe inputs & outputs (at most 1/3 page)**

Package: numpy, pandas, sklearn.

KFold.split(inputs: data to be split; outputs: indices for training and indices for testing).

For decision tree: precision\_score (inputs: test targets, predictions on the test predictors; outputs: precisions for each target classes), recall\_score (inputs: test targets, predictions on the test predictors; outputs: recalls for each target classes), roc\_auc\_score (inputs: test targets, prediction probabilities on the test predictors; outputs: ROC AUC for each target classes).

For linear regression: mean\_squared\_error (inputs: test targets, predictions on the test predictors; outputs: mean squared error), mean\_absolute\_error (inputs: test targets, predictions on the test predictors; outputs: mean squared error).

For regression tree: DecisionTreeRegressor (outputs: a regression tree without training)

**[10 points] Three Guiding Questions for the Classification Experiments: (at most 1/3 page)**

1. What is the most common value of Absenteeism in hours?
2. Which particular factor is most responsible for deciding in hours of Absenteeism?
3. How are other factors related to absenteeism?

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **[40 points] Summary of Classification Experiments in Weka. Use 10-fold cross-validation** *At most 2/3 page.* | | | | | | | | | | |
| **Tech.** | **Guiding**  **questions** | **Pre-process** | **Parameters** | **Post-process &**  **Pruning** | **Accuracy,** **Precision, Recall, ROC Area** | **Time to build model** | **Size of model** | **Interesting patterns in the model** | **Analysis & observations about experiment** |  |
| ZeroR | 1 | Discretize Filter in Weka | Whole data set | None | Accuracy: 28.11%  Precision: 0.281  Recall: 1  ROC Area for ‘(7,5 - 12]’: 0.495 | 0 sec | 1 node | max instances lie in range 7.5 - 12. | ZeroR predicts class value: '(7.5-12]' |  |
| OneR | 2 | Discretize Filter in Weka | Whole Data Set | None | Accuracy: 48.9189 %  Precision:  0.878, 0.384, 0.063, ?, 0.571, 0.583  Recall:  0.326 ,0.885 ,0.009,  0, 0.827 ,0.111  ROC Area:  0.658 ,0.751,0.493,0.500 ,0.792 ,0.552 | 0.01 sec | 1 parent node and  28 leaf nodes | -Neoplasm/Diseases of the circulatory system -> max hours of Absenteeism  - Reasons of absence (0, 23, 28, 25 , 27, 16, 4) leads to lower hours of absenteeism  -No prediction - [3.5-7.5] | Recall of 3rd category is not good |  |
| Decision Tree | 3 | 1. Discretize  2. Remove correlated attributes  3. Remove attributes which were not showing up in the tree  total attributes = 13+ | same as above | reduced error pruning = true | Accuracy - 49.459%  Precision - 0.573, 0.416, 0.283, 0.346, 0.589, 0.474  Recall - 0.508, 0.631, 0.152, 0.132, 0.793, 0.143, 0.495  ROC - 0.808, 0.770, 0.643, 0.744, 0.845, 0.817 , 0.780 | 0.01 sec | No of leaves = 42  size of tree = 54 | Employee with unjustified absence (no 27) have more absence if their hit target is low | +minNumOfObjects -> better accuracy |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **[40 points] Summary of Classification Experiments in Python. Use 10-fold cross-validation** *At most 2/3 page.* | | | | | | | | | | |
| **Tech.** | **Guiding**  **questions** | **Pre-process** | **Parameters** | **Post-process &**  **Pruning** | **Accuracy,** **Precision, Recall, ROC Area** | **Time to build model** | **Size of model** | **Interesting patterns in the model** | **Analysis & observations about experiment** |  |
| Decision Tree | 2, 3 | Nothing | 1. Criterion: ”entropy” 2. Random\_state: 1 3. Min\_samples\_split: 10 | Implement pre-pruning. Stop splitting when number of instances is less than 10. | * Accuracy: 0.37 * Precision: 0.21, 0.45, 0.35, 0, 0.44, 0.4 * Recall: 0.35, 0.43, 0.35, 0, 0.52, 0.28 * ROC Area: 0.72, 0.64, 0.67, 0.59, 0.68, 0.66 | 0.024 sec | 187 | The precision and recall for class “(3.5, 7.5)” are 0. | Size of this tree is smaller because we implement pre-pruning. In addition, this model predicts totally wrong on class “(3.5, 7.5)”. |  |
| Decision Tree | 2, 3 | * Discrete predictors * Select k best predictors | 1. Predictor number: 10 2. Criterion: ”entropy” 3. Random\_state: 1 | Implement pre-pruning. Stop splitting when number of instances is less than 10. | * Accuracy: 0.37 * Precision: 0.43, 0.44, 0.33, 0.13, 0.52, 0.06 * Recall: 0.43, 0.44, 0.4, 0.14, 0.43, 0.08 * ROC Area: 0.67, 0.70, 0.69, 0.51, 0.60, 0.47 | 0.021 sec | 493 | The precision and recall for class “(12.0, inf]” are much lower than other classes. | Size of the tree is large because it not pruned. In addition, this model predicts worse on class ”(12.0, inf]”. |  |
| Decision Tree | 2, 3 | Select some best predictors | 1. Predictor number: 10 2. Criterion: ”entropy” 3. Random\_state: 1 4. Min\_samples\_split: 10 | Implement pre-pruning. Stop splitting when number of instances is less than 10. | * Accuracy: 0.42 * Precision: 0.45, 0.48, 0.42, 0, 0.51, 0.18 * Recall: 0.65, 0.46, 0.25, 0, 0.63, 0.16 * ROC Area: 0.79, 0.74, 0.69, 0.44, 0.79, 0.58 | 0.016 sec | 163 | The precision and recall of class “(3.5, 7,5]” are 0. | Size of the tree is small. In addition, the accuracy increases. However, this model predicts totally wrong on class “(3.5, 7,5]”. |  |

**[20 points] Summary of Weka and Python Classification Results, Analysis, Discussion, and Visualizations (at most 1/3 page)** 1. Analyze the effect of varying parameters/experimental settings on the results. 2. Analyze the results from the point of view of the dataset domain, and discuss the answers that the experiments provided to your guiding questions. 3. Include (a part of) the best classification model obtained.

1. Pruning reduces the complexity of a decision tree and hence improves the accuracy of the same.

2. Most important deciding factor is Reason for absence. And people who are social drinker, tend to increase absenteeism.

3. We got the best classification model in Weka with 49.45% accuracy. Parameters - total no of attributes used 13, - reduced error pruning = true.

**[10 points] Three Guiding Questions for the Regression Experiments: (at most 1/3 page)**

1. What is the mathematical expression that could be used to define absenteeism in terms of factors provided?
2. What are the different mathematical expressions that can define absenteeism under different circumstances?
3. Can we generalize the conditions for rules? Can we improve our efficiency in predicting the absenteeism?

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **[40 points] Summary of Regression Experiments in Weka. Use 10-fold cross-validation.** *At most 2/3 page.* | | | | | | | | | | |
| **Tech.** | **Guiding**  **questions** | **Pre-process** | **Parameters** | **Post-**  **process**  **& Pruning** | **Correlation**  **Coefficient**  **and Error Metric(s)** | **Time to build model** | **Size of model** | **Interesting patterns in the model** | **Salient observations about experiment** |  |
| Model Tree with M5P | 1 | Nominal attribute (Reason for absence) to Binary | Build Regression Tree = false | None | 1. Correlation coefficient - 0.361 2. Mean absolute error - 5.4734  3. Root mean squared error - 12.4661 | 0.13 sec | Number of rules = 1 | Apart from Reason of absence, the rule has 4 attributes -  1. Day of the week  2. Age  3. Children  4. Pet | We can turn of the tree flag and get a single equation from M5P |  |
| Regression Tree with M5P | 2 | Nominal attribute (Reason for absence) to Binary | M5P with prune = false  Build Regression Tree = True | None | 1. Correlation coefficient - 0.2527  2. Mean absolute error - 5.6312  3. Root mean squared error - 13.2425 | 0.14 sec | Number of Rules = 229 | Nothing | with pruning = false, size of the tree is exponentially large |  |
| Regression Tree with M5P | 2, 3 | Nominal attribute (Reason for absence) to Binary | Build Regression Tree = True | pruning = true | 1. Correlation coefficient - 0.0866  2. Mean absolute error - 5.8894  3. Root mean squared error - 13.2959 | 0.08 sec | Number of Rules = 2 | only on one attribute - reason of absence =23 | Pruning can drastically reduce the complexity of tree.  This tree is predicting only 2 outputs |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **[40 points] Summary of Regression Experiments in Python. Use 10-fold cross-validation.** *At most 2/3 page.* | | | | | | | | | | |
| **Tech.** | **Guiding**  **questions** | **Pre-process** | **Parameters** | **Post-**  **process**  **& Pruning** | **Correlation**  **Coefficient**  **and Error Metric(s)** | **Time to build model** | **Size of model** | **Interesting patterns in the model** | **Salient observations about experiment** |  | |
| Linear Regression | 1 | Nothing | Default | Nothing | * Correlation Coefficient: 0.108 * Mean squared error: 207.44 * Mean absolute error: 6.34 | 0.012 second | Not apply | More than half of the predictors are negatively related to the target attribute. | Most of predictors are negatively related to the target attribute. |  | |
| Linear Regression | 1 | Implement PCA. | PCA: 25 components | Nothing | * Correlation Coefficient: 0.146 * Mean squared error: 198.52 * Mean absolute error: 6.41 | 0.008 second | Not apply | When number of PCA components is less than 15, correlation coefficient is negative. | Implementing PCA increases the correlation coefficient a lot and decreases the time to build the model. |  | |
| Regression Tree | 2, 3 | Implement PCA. | PCA: 35 components  Min\_samples\_split: 40 | Implement pre-pruning. | * Correlation Coefficient: 0.121 * Mean squared error: 204.39 * Mean absolute error: 5.53 | 0.120 second | 73 | Nothing | Implementing PCA and pre-pruning increases the time of building model. |  | |

**[20 points] Summary of Weka and Python Regression Results, Analysis, Discussion, and Visualizations (at most 1/3 page)** 1. Analyze the effect of varying parameters/experimental settings on the results. 2. Analyze the results from the point of view of the dataset domain, and discuss the answers that the experiments provided to your guiding questions. 3. Include (a part of) the best regression model obtained.

1. Implementing PCA and pre-pruning increases the correlation coefficient of the model.

2. Some reasons of absences are positively related to target attribute and some are negatively related to target attribute. The reason with largest coefficient is No. 19, which is Injury, poisoning and certain other consequences of external causes.

3. The best regression model obtained is model tree implementing M5P in Weka. Its correlation coefficient is 0.361.

**Advanced Topic (AT MOST 1 PAGE): AdaBoost**

**[7 points] List of sources/books/papers used for this topic (include URLs if available):**

* AdaBoost Classifier: <https://medium.com/machine-learning-101/https-medium-com-savanpatel-chapter-6-adaboost-classifier-b945f330af06>
* Sklearn ensemble methods: <http://scikit-learn.org/stable/modules/ensemble.html#adaboost>
* Boosting and AdaBoost for Machine Learning: <https://machinelearningmastery.com/boosting-and-adaboost-for-machine-learning>

**[20 points] In your own words, provide an in-depth, yet concise, description of your chosen topic. Make sure to cover all relevant data mining aspects of your topic.** *Your description here should be in-depth and at the graduate level.*

AdaBoost is an ensemble method that creates a strong classifier from a number of weak classifiers. Each weak classifier has a weight and AdaBoost use the weighted average prediction of all weak classifiers as the final prediction. More specifically, a weak classifier with 50% accuracy is given a weight of zero, and a weak classifier with less than 50% accuracy is given a negative weight. This is because when a classifier accuracy is 50%, it contributes nothing to the strong classifier and if a classifier has an accuracy of less than 50% it has negative effect on the strong classifier.

During the training process, there are two kinds of weight. One is the weight of data point. At the beginning of the training, AdaBoost will initialize the weight for each data point. The initial weight is 1/n (n is the number of data points). And after training a weak classifier at any level, AdaBoost assigns new weight to each data point. Misclassified data point is assigned higher weight so that it is more likely to appear in the training subset of next weak classifier. The other weight is the weight of weak classifier. After training each classifier, a new weight is assigned to this classifier based on accuracy. Therefore, weak classifier with higher accuracy will contribute more to the strong classifier.

Last but not least, AdaBoost require the high-quality training data because it continues to attempt to correct misclassifications in the training data. Before implementing AdaBoost, we better remove outliers and noise of training data.

**[3 points] How does this topic relate to trees and the material covered in this course?**

AdaBoost is an ensemble method for classification. We can use decision trees as the weak classifiers. Combining these decision trees using AdaBoost, we can acquire a better classifier than each of decision tree.
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Paritosh Goel and Lei Shi both experimented in Weka and Python with all the aspects.

Paritosh Goel focused more on Weka experiments and Java Code. Paritosh also did basic Python experiments such as data pre-processing, data exploration, and basic classification problems in Python.

Lei Shi focused more on data pre-processing, data exploration, and Python experiments. Lei also tried some experiments in Weka.